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ABSTRACT

The DoD Trusted Computer System Evaluation Cri-
teria define requirenents corresponding to specified

| evel s of security functions and assurance. They do
not, however, help deternmne what Ilevel systemis
required for a specific environnent. A a sinplistic

t echni que has been proposed for this purpose that takes
into account only the classification of the nbst sensi-
tive information processed by a system the clearance
of its least-cleared user, and the environment in which
it was developed. This paper offers a straightforward
but richer technique a developer can use to map a
specific system architecture and application environ-
nent to a particular requirenent level as defined in
the Criteria. It accounts for differences in functions
provided to different users and the ways users can
i nvoke those functions, as well as for users' clear-
ances and the sensitivity of data. This technique is
applicable throughout the systemlife cycle, so that
security requirenents can be updated as changes to sys-
tem structure and function occur.

1. I nt roducti on

Thi s paper presents a nethod for determning the hardware
and software security requirenents of a system based on

(1) the local processing capability available to a system user

(2) the kind of communication path between the user's |ocal dev-
ice and the primary system conponents;

(3) the flexibility of the processing capability the system pro-
vides to the user;

(4) the environment in which the system was devel oped; and

(5) the difference between the clearance held by the |east
cleared user of the systemand the classification of the
nost sensitive data processed by the system

This method can be understood as a risk evaluation of a sys-
temthat can be conducted at a very early stage in the life cycle
of a system and repeated as the structure and functions of the
system change during its devel opnment and operation. Dependi ng on
the inherent risk that a system (or system design) displays, dif-
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ferent | evels of security requirenments may be inposed in order to
reduce the operational risk of the systemto an acceptable |evel
Applications of this nmethod to several environments are provided
as exanples. Al though devel oped based on consideration of DoD
environnents, the nethod seens applicable to other environments
to the extent that the Orange Book requirenments apply to them

The techni que descri bed here does not consider requirenents
for degaussing of renovable storage, TEMPEST requirenments, pro-
tection from physical hazards, energency destruction, or other
security requirenents not related to the hardware and software
architecture of the system

2. Structure of the Orange Book

The DoD Trusted Conmputer System Evaluation Criteria (the
"“Orange Book'' [1] provides a set of security requirenents of
two kinds: specific security feature requirenents, which call for
particular system functions in order to provide data security,

and assurance requirements, which call for testing, docunenta-
tion, and wverification to assure that the security features are
correctly inplenented. A systemthat satisfies all requirenments

listed in the Orange Book woul d be designated Al. Systens that
sati sfy specified, nested subsets of the requirenents are desig-
nated B3, B2, Bl, C2, Cl, D, in order of decreasing requirenents.

The Orange Book does not provide guidance as to what |eve
of system is appropriate for a particular operational environ-
ment. A draft application doctrine [2] has been devel oped, how
ever, that defines the level of systemrequired for a particular
envi ronnent based only on the classification of the data pro-
cessed by the system the clearances of its users, and the
environnent in which it was developed. This sinple schenme is
i nadequate for use in assessing security requirenents of many
conpl ex systens; a nore conprehensive nmethod is proposed bel ow.

3. Applying Technical Conputer Security Guidance Effectively

Al though it is inperfect in many respects, as a technica
basis for specifying computer security requirenents, the Orange
Book is the nobst conprehensive and current docunment available. A
method is needed for applying the Orange Book to the conponents
of large scale, geographically dispersed systens, so that the
appropriate requirements fromthe Orange Book book can be identi-
fied for each host system Such a nethod is defined below As
shown in Figure 1, it involves:

(1) extracting fromeach system (or systemdesign) the factors
that affect the risk that its operation nay lead to the
unaut hori zed di scl osure of sensitive information,

(2) quantifying these factors, and

(3) determning systemsecurity requirements (in terns of the
levels defined in the Orange Book) that reduce the system
risk to an acceptable |evel

This method can be understood as a risk evaluation based on the
threat of unauthorized disclosure of sensitive information. The
asset of the systemis sensitive information, defined in ternms of
its classification level, and the vulnerabilities of the system
depend on the degree of control it exerts on its users. The sys-
temrisk conmbines the value of the assets, the vulnerabilities of
the system and the cl earance of the users.
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Figure 1. Steps in applying guidance.

Identifying the Ri sk Factors

To determine a systemls security requirenents it is neces-
sary to consider the environnent in which that system operates.
The Orange Book specifies levels of requirenments independent of
system environnent; the draft application doctrine [2] character-
izes a system s environnent in terms of three paraneters: t he
maxi mum cl earance of the |east cleared user, the maxi mum cl assif-
ication of data processed by the system and the environnent in
which the system is devel oped and mai ntai ned (open or closed).
While sinple to evaluate, these paraneters onit inportant factors
that affect actual systemrisk.

The foll owi ng paragraphs explain the factors that should be
taken into account. For each factor, different |evels of risk
are defined so that the difference between two adjacent levels in
each factor represents a roughly conparable increase (or
decrease) in risk. Factors are defined so that they are roughly
i ndependent -- a change in one factor does not inply a change in
anot her factor. These properties allow nunbering the risk levels
and combi ning themin nost cases using sinple addition

Sonet hing as abstract as risk cannot be quantified pre-
cisely. Recognizing this, we have not attenpted to nmake fine
di stinctions, and no doubt sonme systems will still fall near the
boundaries of the proposed classes. Nevertheless, the scheme
descri bed below, coarse as it is, captures the intuition and
experience of conputer security practitioners and is preferable
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to sinply setting these considerations asi de because they cannot
be made precise.

Local Processing Capability. Sone systens have receive-only

termnals (e.g., stock transaction displays, airline termna
noni tors); users of such term nals have no way to enter system
conmands directly. Such termnals represent a |lower |evel of

risk than typical interactive termnals that permt both sending
and receiving information. Replacing a fixed-function interac-
tive termnal with a progranmable term nal, personal conputer, or
ot her progranmmabl e device would introduce a still higher |evel of
ri sk, since the user can now programhis terninal to enter com
mands for him A user who accesses a systemfroma fixed-
function term nal but via a programmbl e host conputer would be
considered to have the sane |ocal processing capability as one
who uses a personal conputer as a ternminal. The identified risk
| evel s for | ocal processing capability are:

Level 1: recei ve-only term nal
Level 2: fixed-function interactive term na
Level 3: programmabl e device (access via personal conputer or

pr ogr ammabl e host)

Conmuni cati on Path. The conmmuni cation path between a terni-
nal and host can also affect systemrisk. A terninal that has a
sinplex receive-only link toits host via a store-and-forward
network (e.g., via radio broadcast) poses less risk than one that
is connected via a duplex store-and-forward link, since the sim
plex path prevents the user fromsubnitting requests to the sys-
tem Terninals that are connected to a host either directly,
through a local-area network, or |ong-haul packet network (e.qg.
Tel net, DDN) offer increased possibilities for penetration and
m suse (inadvertant or otherwise) over those connected only
through a store-and-forward net because of t he i ncreased
bandwi dth and cl oser host-terminal interaction they pernit. The
identified risk levels for communi cation path are:

Level 1: store/forward, receive-only
Level 2: store/forward, send/receive
Level 3: interactive, via direct connection, |ocal-area net, or

| ong- haul packet net

User Capability. Regardless of the |ocal processing avail-
able to a wuser or the comrunication path he uses to access a
host, if that host is progranmed only to provide predefined out-
puts regardl ess of the inputs the user presents, it is less risky
than a systemthat responds to user transactions. |In this sense,
the systemthat generates the ticker tape for a stock exchange is
less at risk to the termnals that display the tape than an
interactive electronic banking system is to automated teller
machines. Finally, a transaction-based systemis less at risk
fromits users than a systemthat permts its users full program
m ng capabilities. The identified risk levels for user capability

are:
Level 1: out put only

Level 2: transacti on processing
Level 3: full programmi ng

Devel opnent/ Mai nt enance Environnent. A systemthat has been
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devel oped and is maintained by cleared individuals under close
configuration control (closed environnment) should pose less risk
than one that is not devel oped and naintained in this way (open
environnent). This distinction has been proposed in the draft
application doctrine [2]. It seenms a reasonable one, but rela-
tively few exanpl es of systens devel oped and nai ntai ned accordi ng
to the proposed definition of "“closed environnent'' have been
identified outside of the intelligence comunity. For sinmpli-
city, we assune that systens are devel oped and operated in an
open environnent. Systenms that are devel oped and maintained in a
closed environnent nmay therefore be subject to slightly |less
stringent requirenents than will result from our approach

Dat a Exposure. A system that has a greater disparity
bet ween the clearance of its |least cleared user and the classifi-
cation of the nobst sensitive data it processes is nore at risk
than one that has a | esser disparity. The draft application doc-
trine proposes a scheme for nunbering and classifying °~“risk
range''’ we adopt this schene but call it "~“data exposure'' to
distinguish it fromother risk factors. Al though clearance and
classification levels wused are based on the DoD system they do
include levels for sensitive but wunclassified data and users
aut horized access for such data. For non-DoD environnents, it
seens |ikely that anal ogous cl earance/classification |evels could
be defined. Cearance levels are identified as:

Level O: uncl ear ed

Level 1: uncl eared, but authorized access to sensitive unclas-
sified informati on

Level 2: confidential clearance

Level 3: secret clearance

Level 4: top secret/background investigation

Level b5: top secret/special background investigation

Level 6: top secret/special background investigation, wth

aut hori zati on for one conpartment

Level 7: top secret/special background investigation, wth
aut horization for nmore than one conpart nment

Classification |evels are nunbered:

Level O: uncl assi fied

Level 1: sensitive unclassified information

Level 2: confidenti al

Level 3: secret

Level 4: secret with one category

Level b5: top secret with no categories or secret with two or

nore categories
Level 6: top secret with one category
Level 7: top secret with two or nore categories

Dat a exposure is conputed as the difference between the |evel of
the |least cleared user of a systemand the nmaxi numlevel of data
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processed by the system It thus ranges froma value of 0 (al
users cleared for all data) to 7 (system processes top secret
data with two or nore categories and sone users are uncl eared).

Appl ying the Ri sk Factors

For a particular system each of the risk factors needs to
evaluated in order to assess the overall (" “system') risk

Wth m nor exceptions, the systemrisk is sinply the sum of the
risks of the individual risk factors. Based on systemrisk and
dat a exposure, security requirements can be determ ned. These
requi renents are characterized here in terns of the levels
defined in the Orange Book because they have been published and
reviewed widely. If a different subsetting of the Orange Book
requi renents later proves nore appropriate than the current set

| evel s, the new subsets can be substituted. Tables 1-3 pro-

vi de the necessary mappi ngs between factor values, risk factor
| evel s, and security requirenents. The first two tables are only
needed because of the exceptions mentioned above; usually, Table

can be used directly with the sumof the individual risk fac-

tors.

Note that in a given system different terninals may provide

different functions, lead to different |evels of risk, and inpose
different security requirenents. Security requirenents for the
system as a whole nust be deternined on the basis of the nost
risky part. As noted previously, the tables below assune al
systems are devel oped/ maintained under conditions of an open
envi ronnent .

| Local |1. SIF |2.S/F |3.1/A network or direct]
| Processing | (one- | (two | connection

| Capabi ity | way) | way) | (LAN, DDN) |
R Fomm oo - Ho- - - - o e e o e e e e oo |
| 1. Receive Only | 2 | 3 | 4 |
| Ter m nal | | | |
| oo |- |- EEEERREEEEEEEEEEEEEEEEE |
| 2. Interactive | 2 | 4 | 5 |
| Term nal (fixed | | | |
| function) | | | |

| 3. Programuabl e |
| Devi ce (access via

| per sonal computer or

| progr ammabl e host) |

Table 1. Process Coupling Risk

Table 1. Together, |ocal processing capability and communi -

cation path characterize what conmputer security literature refers
to as the ““process coupling'' risk. This term is intended to
cover how well a process in one conputer can maintainits
integrity in the face of attenpts to subvert it from outside. A
hi gh degree of coupling represents a close degree of interaction
bet ween two processes, and hence a greater vulnerability of one

to the other. If there is a very limted, well-defined set of
requests one process can nake of the other, then the degree of
process coupling will be low. Process coupling risk in a system

as shown in Table 1, is the sumof the | ocal processing capabil-
ity and comunication path risks, with one exception. A fixed
function interactive termnal attached to a one-way store-and-
forward conmuni cation path does not increase risk over a
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receive-only termnal on the sane |ink. A progranmabl e device
increases risk over the interactive termnal, since, if inprop-

erly progranmed, it mght corrupt

| abels transmtted wth data.

|User | | | | | |
| Capability | 2 | 3 | 4 | 5 | 6

e
| 1. Qutput Only | 3 | 4 | 5 | 6 | 7

| (Subscri ber) | | | | | |
| ____________________________________________________
| 2. Transaction | - | 5 11 6 | 7 | 8

| Processi ng | | | | | |
T
| 3. Full pro- | - | 6 | 7 | 8 | 9 |
| grammng I I | I I I

Table 2. System Ri sk

Tabl e 2. The process coupling value from Table 1, conbined

with the appropriate wuser capability factor value yields an
overall systemrisk independent of the data exposure. As in
Table 1, the entries of Table 2 have been obtained by suming the
risk factor values fromeach axis. The entries for a process
coupling of 2 (receive-only or interactive termnal on a
recei ve-only link) have been omitted for user capabilities of
transacti on processing and full progranm ng, since a receive-only
I ink cannot support either of these capabilities.

o m o e et e e e e e e e e e e e e e e eee——ooon +

| System Ri sk |
Data L1
| Exposur e | 3 | 4 | 5 | 6 | 7 | 8 | 9
10 (sstemtign | al ala e e el @l
R P e e R
T S ey e ) el e jeue e
T R e e e eaes meled Al
T s ees e e ALl ALl AL
s T T Ay AT
|7 I I

Table 3. Mapping System Ri sk and Data
Exposure to Orange Book Requirenments Levels

Table 3. This table relates the systemrisk with the data

exposure to vyield a level fromthe Orange Book that defines the
security requirenents for the system As noted above, the Orange
Book levels may later be replaced by related, but distinct, sets
of features and assurances. The entries in this table were gen-

erated by working through exanples and considering the guidance
provi ded by the draft application doctrine [2] and current DoD
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directives governing conpartmented node. Blank entries indicate
that, for the specified data exposure | evel and system risk, it
appears technically infeasible to neet the appropriate security
requi renents at the tine.

4. Exanpl es
A Sea Surface Surveillance System (S$4)

Consi der the application of the technique outlined above to
a hypothetical systemthat keeps track of objects on the surface
of the seas. The systemcollects information froma variety of
open and secret sources and distributes it to a variety of custo-
nmers. The system nmaintains a data base of sighting information
that is both automatically and manual ly updated. There are two
maj or cl asses of users: analysts and subscri bers.

S4 anal ysts are the direct operators of the system t hey
are called on to resolve anbiguities when the system cannot asso-
ciate a particular sighting with a particular platform they can
cause nmessages to be sent to subscribers automatically on a regu-
| ar basis, and they can update the data base. They operate
interactive termnals that are located in S4 spaces and connected
directly to the S4 conputers.

S4 subscribers are the recipients of reports generated by
4. They are |located outside the S4 spaces and receive reports
over a variety of different communi cation networks on receive-
only termnals. They cannot directly enter data into the S4 sys-
tem but they can issue requests (via normal nmessage channels)
for regular updates on the location of particular objects, for
exanpl e. These requests are received by S4 analysts who cause
filters to be set up that automatically channel relevant reports
to the subscriber. Once the appropriate filter is set up, no
further human intervention is required.

Since anal ysts and subscribers are permtted different kinds
of functions, have different clearances, and comunicate with the
S4 systemover different paths, it is necessary to apply this
technique to each class of user separately.

Local Processing Capability. Analysts operate fixed func-
tion interactive termnals, so they represent a risk level of 2
Subscri bers operate receive-only termnals, yielding a risk |eve
of 1.

Comuni cation Path. Analysts comunicate with S4 nmachines
directly, so their risk level is 3. Subscribers conmunicate over
a one-way store-and-forward network, so their risk level is 1

User Capability. Analysts are pernitted to issue transac-
tions directly to S4, but they do not have full progranmm ng capa-
bility, so the risk level is 2. Subscribers have output-only
capability, so the risk level is 1

Dat a Exposure. $S4 processes data at the TS level with rmul-
tiple conpartnents, so the classification level 1is 7. 4
anal ysts hold TS clearances with SBI and are authorized access
for all conpartnents that S4 processes. Consequently, their
clearance level is also 7 and the data exposure for analysts is
0. Some S4 subscribers hold only Secret clearances with no com
partment authorizations, so their clearance level is 3, vyielding
a data exposure for subscribers of 4.

Using the Tables. First, for analysts, Table 1 shows that a
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| ocal processing capability risk of 2 and conmuni cation path risk
of 3 yields a process coupling risk of 5. Table 2 conbines a
user capability risk of 2 with a process coupling risk of 5to
yield a systemrisk of 7. Table 3 maps a data exposure of 0 and
a systemrisk of 7 to a C level systemrequirenent.

For subscribers, Table 1 conbines a |ocal processing capa-
bility risk of 1 with a conmunication path risk of 1 to yield a
process coupling risk of 2. Table 2 conbines a user capability
risk of 1 with a process coupling risk of 2 to give a systemrisk
of 3. Finally, Table 3 maps a data exposure of 4 and a system
risk of 3 to a B2 | evel systemrequirenment.

Since S4 includes both kinds of users, the nore stringent of
the two requirenents (i.e., B2) wuld apply. Changes to the
environnents of either subscribers or analysts (such as the
i ntroduction of personal conmputers in place of fixed function
terminals) would require the risk evaluation to be repeated, and
could lead to a change in the level of security requirenent.

Evol ution of the S4 System

Suppose that after initial deploynment of S4, its subscribers
clanmor for terminals nore up-to-date than the original receive-
only ones. The system sponsor proposes to replace themw th per-
sonal computers. VWhat are the effects on the security that the
host system needs to provide? The |ocal processing capability
risk factor changes from1l to 3, and the systemrisk becones a 5;
t he data exposure for subscribers is unchanged. Table 3 shows
that the host should security should be upgraded from B2 to B3.
If, in addition to the personal conputers the sponsor pernits
subscribers to comunicate with the systemover a real-tine net-
work and to initiate transactions, the systemrisk becones 8, and
an Al host would be indicated. By estimating the additional cost
of replacing or upgrading the S4 host to the B3 or Al level, the
sponsor can quantify the cost of providing new functions while
mai nt ai ni ng an acceptable level of risk for the system

" “Orange Book Environment''

The Orange Book does not explicitly define an environnment.
However, the predecessors of the Orange Book criteria were first
devel oped in the context of an interactive conputer system that
provided wusers with directly connected, fixed-function termnals
and full progranming capability. The corresponding entries in
Tables 1 and 2 yield a systemrisk of 8. Since no data exposure
is defined for the Orange Book environnent, it is appropriate to
consider the result for the Air Force Data Services Center
(AFDSC) Multics environnent, which provides full programming to
users at fixed function, directly connected term nals. AFDSC
Mul tics includes non-conpartnented data classified up to top
secret and some users have only secret clearances, so the data
exposure is 2, and the resulting security requirenment from Table
3 is for a B1/B2 system Miltics is currently under eval uation
by the DoD Conputer Security Evaluation Center and is expected to
achieve a B2 rating.

5. Discussion

Here we address sone possible objections to the approach
descri bed above.

oj ection: the proposed schenme i nposes different require-
nments on a host conputer based on characteristics of the user's
term nal and the communication path between the term nal and the
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host . These are outside the security perineter of the host and
t herefore should not affect the security required of it.

Response: security considerations include not only protect-
ing data up to the point that it |eaves the system but al so
resisting attacks on the system nounted by external users. Users
with personal conputers and direct connections to systens have
proven a greater threat (e.g. in terns of their ability to defeat
password schenes) than those who have only fixed-function terni-
nal s at their disposal. Each higher Orange Book |evel adds
assurance requirenments as well as security feature requirenents.
While the security features added at a particular Ilevel nay or
may not inprove protection against threats posed by ternminals and
net wor ks connected to a host, the increased assurance provi ded by
each incremental level should decrease the |ikelihood of flaws
that could be exploited fromoutside the security perineter. It
is thus appropriate to increase the Orange Book | evel required of
a host based on the risk factors assigned to the user capability
and comuni cati on pat h.

oj ection: the proposed approach in some cases pernits
hosts to neet |ower security requirenents than would the draft
application doctrine[?2].

Response: the approach proposed here distingui shes aspects
of application systemstructure that reduce its vulnerability to
out si de attacks. The draft application doctrine deternmines the
Il evel of system required based prinmarily on the cl earances of
systemusers and the classification of data stored in the system
There is no distinction, for exanple, between a systemin which
users can only view output and one in which users can construct
and execute their own prograns. Consequently, the proposed
requi renents nust be based on the worst case assunption (user
programm ng). By providing a nore detail ed nodel of the environ-
nment, the approach proposed here pernits a nore accurate assess-
nment of the security actually required.

bj ect i on: previous attenpts to distinguish rigorously
between a system that can be progranmed and one to which only
transacti ons can be submtted have fail ed.

Response: while a formal mathematical distinction between
systens that users can program and those that performa fixed set
of functions in response to user requests may never be defined,
it does not seemto be a difficult distinction to make in prac-
tice. In cases that are difficult to deci de (e.g., a
““transaction-processing'' database systemthat permts a conplex
query and update capability) it is safe to assign the system the
hi gher risk factor.

oj ection: because the proposed approach deternm nes host
security requi renents partly based on system architecture,
changes to the architecture may lead to different security
requi renents.

Response: this is actually a benefit of the approach. As
a system changes during its design, devel opnent, and operation
the effects of those changes on host security requirenents can be
easily assessed, providing a practical way to use the Orange Book
requi renents throughout the systemlife cycle. |If, for exanple,
a B2 host will not be available to support an application as ori-
ginally planned and a Bl host nust be used instead, the approach
proposed here can hel p determ ne how system functions, user capa-
bilities, or communication paths could be restricted to conpen-
sate for the |less secure host. Conversely, if new functions or
termnals are added to a system al ready under devel opnent, this
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approach can indicate whether host security wll need to be
upgraded as a result. The only tradeoff that would be recogni zed
under the draft application doctrine would be to limt the clas-
sification of the data to be processed by the systemor increase
the cl earance of its users.

6.

Concl usi on

We have presented a schene for deternmining an appropriate

set of host security requirenments using the requirenments and | ev-
els identified in the Orange Book. The schenme takes into account
the functions available to a user locally, the comunication path
used to gain access to the host, and the functions the host
provides, as well as the user's clearance and the classification
of data processed by the host. By including these system
characteristics, this technique makes it possible to assess
trade-of fs anbng system function, systemarchitecture, and system
costs while nmaintaining an acceptable | evel of systemrisk.
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| Local |1. SIF |2.S/F |3.1/A network or direct]
| Processi ng | (one- | (two | connection |
| Capabi lity | way) | way) | (LAN, DDN) |
| ------------------------ e mm e oo [ B |
| 1. Receive Only | 2 | 3 | 4 |
| Ter m nal | | | |
| oo R ERREEE | |
| 2. Interactive | 2 | 4 | 5 |
| Term nal (fixed | | | |
| function) | | | |

| 3. Programmuabl e |
| Devi ce (access via |
| personal computer or |
| pr ogranmabl e host) |

Table 1. Process Coupling Risk

| User | | | | | |
| Capabi I ity | 2| 3| 4| 5 | 6 |
| ....................................................
|1. Qutput Only | 3] 4 5| 6 | 7 |

| (Subscri ber) | | | | | |
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| 2. Transaction | - | 5 | 6 | 7 | 8 |
| Pr ocessi ng | | | | | |
3 R po T e T e e
|  gramming | | | | | |
Table 2. System Ri sk
o e e e e e e e e e e mmmmmmmemaaaaa- +
| System Ri sk [
Data L1
| Exposur e | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
0 (systemban | al Ao e e @l el
R P e e R
T S ey e ) el e jeuen e
T R e e e eaes me ledl Al
T g ees e e ALl ALl AL
s T iy T
|7 | |
Tabl e 3. Mapping System Ri sk and Data

Exposure to Orange Book Requirenents Levels
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